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Problem Statement
W H Y  D O  S O  M A N Y  T E C H  E M P L O Y E E S  L E A V E ?

This does not bode well when
talent retention is key to
driving revenue growth

In 2018, turnover in tech
industry was the highest
at 13.2%

As compared to other
industries like
Government/Education (11.2%)
and Financial Services (10.8%)

From 2012 to 2020,
IBM had a reduction of
20% in its workforce

Job fit, pay satisfaction,
career development, etc.

Employees leave for
a myriad of reasons



Repercussions
of Attrition

Slow the business and productivity losses

If a software developer leaves, it takes 43 days on
average to hire a new one (approx. 1.5 months of
productivity loss)

Revenue loss

Costs around US$33K for each employee that leaves

Loss of intellectual capital

Creates bottlenecks

Impact on workplace culture

Reduces morale of the team



Aim of our project
REDUCE  A TT R I T IO N  IN  I BM  BY :

   Using ML to predict attrition
   Uncovering key factors that lead to attrition
   Characterizing "high-risk" employees for targeted retention strategies
   Make recommendations that are amenable to experimentation

1.
2.
3.
4.



Research Questions

Having such insights
would allow us to create

watch-areas in IBM

What are the key
driving factors

influencing attrition
the most at IBM? 

This prediction problem
would allow us to

identify talents who at
at risk of leaving

Who is likely to
leave IBM?

Characterize and
personify these "high-

risk" individuals to allow
better understanding

What is the employee
type that has the

highest tendency to
leave IBM?

1 2 3



Methodology +
Results



IBM Internal
HR Data

Contains employee information such as
gender, monthly salary, department,
attrition status, etc.
32 variables
Outcome variable: Attrition
We are able to perform prediction
modeling using this dataset

Glassdoor Text
Reviews

Contains text reviews from past and
present employees of IBM, their roles,
etc.
8 variables
How can we make use of the text
reviews to augment our prediction
modeling?



IBM Internal
HR Data

The main idea is to use sentiment scores in the text reviews as a predictor in the model
Compute sentiment scores for each role in the reviews
Join both datasets based on roles
We also performed clustering on the IBM dataset to see if it improves the model accuracy

Glassdoor Text
Reviews+



We will categorize the roles into 6 different role
categories:

AESP (Assistant Engineering & Scientific Personnel)
Corporate
Director
ESP (Engineering & Scientific Personnel)
Manager
Sales

The goal is to have an aggregated sentiment score for
each role

Before we conduct the
sentiment analysis...

And many more...

So many different types of roles!



Pros Cons
Sentiment
Analysis



Clustering on IBM Dataset

Methodology
Cluster the dataset based on variables
that are highly correlated with Attrition

We decided to select variables that had
>0.1 in correlation for the clustering
analysis (ended up with 14 variables)

We used the Gower Distance for the
distance matrix as the variables had
both continuous and ordinal data types



7-Cluster
Solution

Silhouette plot suggests a 7-
cluster solution
The medoids show the
"exemplary" employee for each
cluster
Employee in cluster 3 is risky



Turnover Rate by Clusters
Approximately 88% of employees in cluster 3 left IBM
That represents about 52% of attrition in the entire IBM population



Prediction Modeling

S T E P  

Compare with
baseline model

Logistic
Regression with

Sentiment
Scores (Pros)

S T E P  

Baseline model with
selected variables
from IBM dataset

Logistic
Regression with

Backward
Selection

S T E P  

Compare with
baseline model

Logistic
Regression with

Sentiment
Scores (Cons)

S T E P  

Compare with
baseline model

Logistic
Regression with

Clustering

S T E P  

Spoiler alert: this
was the best model!

Logistic
Regression with
Both Sentiment

Scores &
Clustering

1 2 3 4 5



What is the
metric for our
model? 

FP: Predicting that an
employee would leave but
he/she did not

FN: Predicting that an
employee would not leave but
he/she did

FN are more detrimental to
the organization.



Model 5 resulted in the
best model because it

had the best sensitivity,
accuracy and AUC.

Sentiment scores and clustering were able to improve
the prediction accuracy of the baseline model



Discussion
What are the key driving

factors influencing attrition
the most at IBM? 

1

Working overtime would increase the
likelihood of attrition by about 6 times
Having stock options would reduce the
likelihood of attrition by 0.3 times
For each year that an employee is not
promoted, there is a 1.2 times higher
likelihood of leaving IBM

By analyzing the coefficients of the
regression model:



Discussion
Who is likely to leave IBM?2

Sensitivity = 87.3%
Accuracy = 90.2%

We have created a prediction model that is able
to achieve the following on the test set:



Discussion
What is the employee

type that has the highest
tendency to leave IBM?

3

Employees that have the highest
risk of leaving are in cluster 3
Their personas are shown in the
table
We will propose some
recommendations to improve the
retention rate of this type of
employees



Recommendations
V A R I A B L E S  F R O M  M O D E L  # 5  ( B E S T  M O D E L )

Gender DistanceFromHome Age NumCompaniesWorked TotalWorkingYears

EnvironmentSatisfaction WorkLifeBalance RelationshipSatisfaction JobSatisfaction

MonthlyIncome PercentSalaryHike DailyRate YearsSinceLastPromotion

YearsWithCurrManager Department

OverTime JobInvolvement TrainingTimesLastYear BusinessTravel StockOptionLevel

Unable to control

Indirect variables

Costly

Minor variables
What we can control



OverTime JobInvolvement TrainingTimesLastYear BusinessTravel StockOptionLevel
What we can control

Recommendations
V A R I A B L E S  F R O M  M O D E L  # 5  ( B E S T  M O D E L )

A rescission of overtime culture can have the
potential to reduce the likelihood of attrition by
6 times (while holding other variables constant)

Overtime

Giving stock options to employees can have the
potential to reduce the likelihood of attrition by
69% (while holding other variables constant)

Stock Options



Limitations
I M B A L A N C E  I N
A T T R I T I O N  S T A T U S E S

More stayed than left

Such an imbalance in our train set would result in
poorer prediction accuracy in our models

Future works to treat imbalance

Try to collect more observations on employees who
left IBM
Explore upsampling techniques



Do you have
any questions?
Send it to us!

Thank you for listening!


